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Abstract

In this paper we show that an unsupervised two-layered oscillatory neural network with inter- and intra-layer connections, and a learning rule based on stimulus difference can behave as a Dynamic Link Matching Machine for invariant pattern recognition. We show that this architecture is robust to affine transformations. We call this architecture Oscillatory Dynamic Link Matching (ODLM). We use DEVS (Discrete-Event Simulation) to increase simulation speed by updating the network only at instants when an internal or external stimulus is applied to neurons †.
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1 INTRODUCTION

Pattern recognition robust to noise, symmetry, homothety (size change with angle preservation), etc. has long been a challenging problem in artificial intelligence. Many solutions or partial solutions to this problem have been proposed using expert systems, neural networks, or statistical approaches. In general three different approaches are used to perform invariant pattern recognition:

- **Normalization**: In this approach the analyzed object is normalized to a standard position and size by an internal transformation. The advantages

---

1 A preliminary version of this work has been presented at the Brain Inspired Cognitive Systems (BICS) Conference 2004, Stirling, UK.
of this approach are: the coordinate information (the "where" information) is retrievable at any stage of the processing and there is a minimum loss of information. The disadvantage of this approach is that the network should find the object in the scene and then normalize it. This task is not as obvious as it can appear [1] [2].

- **Invariant Features:** In this approach some features that are invariant to the location and the size of an object are extracted. The disadvantages of this approach is that the position of the object may be difficult to extract after recognition and information is lost during the process. The advantage is that the technique doesn’t require to know where the object is and unlike normalization in which other techniques should be used after this stage to recognize patterns, the invariant features approach already does some pattern recognition by finding important features [3].

- **Invariance Learning from temporal input sequences:** The assumption is that primary sensory signals, which in general code for local properties, vary quickly while the perceived environment changes slowly. If one succeeds in extracting slow features from the quickly varying sensory signal, he/she is likely to obtain an invariant representation of the environment [4] [5].

Based on the *Normalization* approach, the ”dynamic link matching” (DLM) has been first proposed by Konen et al. [2] . This approach consists of two layers of neurons connected to each other through synaptic connections constrained to some normalization. The saved pattern is applied to one of the layers and the pattern to be recognized to the other. The dynamics of the neurons are chosen in such a way that ”blobs” are formed randomly in the layers. The formation of blobs is guaranteed by the Continuum Neural Field Theory (CNFT) by [6] and [7]. If the features in these two blobs (from different layers) are similar enough, some weight strengthening and activity similarity will be observed between the two layers, which can be detected by correlation computation [2] [8]. These blobs can or cannot correspond to a segmented region of the visual scene, since their size is fixed in the whole simulation period and is chosen by some parameters in the dynamics of the network [2]. The apparition of blobs in the network has been linked to the attention process present in the brain by the developers of the architecture (for a more recent work, see [9]). The dynamics of the neurons used in the original DLM network is not the well-known spiking neuron dynamics. In fact, its behavior is based on rate coding (average neuron activity over time, for details see section 6) and can be shown to be equivalent to an enhanced dynamic Kohonen Map in its Fast Dynamic Link Matching (FDLM) form [2]. Here, we propose the Oscillatory Dynamic Link Matching algorithm (ODLM), which uses conventional spiking neurons and is based on phase (place) coding. In a more general way, our proposed network can solve the correspondence problem, and at the same time, perform the segmentation of the scene, which is in accordance with the Gestalt theory of perception [10] and it is very useful when pattern recogni-
tion should be done in multiple-object scenes. In other words the network does normalization, segmentation, and pattern recognition at the same time. It is also self-organized and requires no learning phase, in contrast with [11][12]. In addition, if only for relatively simple scenes, the segmentation phase can be bypassed, if the speed of convergence is the only concern (section 8). Since the architecture is robust to affine transforms, it is capable of doing motion analysis, but neither it computes optical flow nor it performs additional signal processing between the layers, unlike in [13]. The application of this network is not limited to visual scene analysis, it can be used in sound source segregation problem and may act as a top-down (schema-driven) processor in the Computational Auditory Scene Analysis (CASA) [14].

2 The oscillatory dynamic link matcher

The building blocks of this network are oscillatory neurons [15]. The dynamics of this kind of neurons is governed by a modified version of the Van der Pol relaxation oscillator (called the Wang-Terman oscillator, for a similar approach with different dynamics see [16]). There is an active phase when the neuron spikes and a relaxation phase when the neuron is silent. The dynamics of the neurons follows the following state-space equations, where \( x_i \) is the membrane potential (output) of the neuron and \( y_i \) is the state for channel activation or inactivation.

\[
\frac{dx_{i,j}}{dt} = 3x_{i,j} - x_{i,j}^3 + 2 - y_{i,j} + \rho + H(p_{i,j}^{input}) + S_{i,j} \\
\frac{dy_{i,j}}{dt} = \epsilon[\gamma(1 + \tanh(x_{i,j}/\beta)) - y_{i,j}] 
\]

\( H(.) \) is the Heaviside function, \( \rho \) denotes the amplitude of a Gaussian noise, \( p_{i,j}^{input} \) the external input to the neuron, and \( S_{i,j} \) the coupling from other neurons (connections through synaptic weights). \( \epsilon, \gamma, \) and \( \beta \) are constants. Initial values are generated by a uniform distribution between the interval \([-2; 2]\) for \( x_{i,j} \) and between \([0; 8]\) for \( y_{i,j} \) (these values correspond to the whole dynamic range of the equations).

It can be shown that the integrate-and-fire neuron (Eq. 2) is a fixed-point approximation of the Wang-Terman oscillator [17]. From now on, we use equivalently these two models for simulation and theoretical analysis.

\[
\frac{dx_{i,j}}{dt} = -x_{i,j} + H(p_{i,j}^{input})
\]
when \( x_{i,j} > \text{threshold} \rightarrow x_{i,j} = 0 \) (2)

A neighborhood of 4 is chosen in each layer for the connections. Each neuron in the first layer is connected to all neurons in the second layer and vice-versa. A global controller is connected to all neurons in the first and second layers as in [18]. In a first stage, segmentation is done in the two layers independently (with no extra-layer connections) as explained in section 4, while dynamic matching is done with both intra-layer and extra-layer couplings in the second stage. The intra-layer and extra-layer connections are defined as follows:

\[
\begin{align*}
\text{w}^\text{int}_{i,j,k,m}(t) &= \frac{\text{w}^\text{int}_{\text{max}}}{\text{Card}\{N^\text{int}(i,j) \cup N^\text{ext}(i,j)\} \cdot e^{\lambda|p(i,j,t) - p(k,m,t)|}} \\
\text{w}^\text{ext}_{i,j,k,m}(t) &= \frac{\text{w}^\text{ext}_{\text{max}}}{\text{Card}\{N^\text{ext}(i,j) \cup N^\text{int}(i,j)\} \cdot e^{\lambda|p(i,j,t) - p(k,m,t)|}}
\end{align*}
\]

(3)

(4)

where \( w^\text{int}_{i,j,k,m}(t) \) are intra-layer connections and \( w^\text{ext}_{i,j,k,m}(t) \) are extra-layer connections (between the two layers) and \( w^\text{int}_{\text{max}} = 0.2 \) and \( w^\text{ext}_{\text{max}} = 0.2 \) are constants equal to the maximum value of the synaptic weights. \( \text{Card}\{N^\text{int}(i,j)\} \) is a normalization factor and is equal to the cardinal number (number of elements) of the set \( N^\text{int}(i,j) \) containing neighbors connected to the neuron \( (i,j) \) and can be equal to 4, 3 or 2 depending on the location of the neuron on the map, i.e. center, corner, etc., and the number of active connections. A connection is active when \( H(w_{i,j,k,m} - 0.01) = 1 \), which is true both for intra-layer and extra-layer connections. \( \text{Card}\{N^\text{ext}(i,j)\} \) is the cardinal number for extra-layer connections and is equal to the number of neurons in the second layer with active connection to \( \text{neuron}_{i,j} \) in the first layer. Note that normalization in Eq. 4 is mandatory if someone wants to associate similar pictures with different sizes. If the aim is to match objects with exactly the same size the normalization factor should be set to a constant for all neurons. The reason for this is that with normalization even if the size of the picture in the second layer was the double of the same object in the first layer the total influence to the \( \text{neuron}_{i,j} \) would be the same as if the pattern was of the same size.

The schematic of the network is shown in Fig. 1. The image to be recognized is applied to the first layer (bottom) of the network and the model (template) image is applied to the second layer (top). Biologically speaking, the first layer may correspond to the primary visual cortical areas, and the second layer to the infero-temporal cortex [2].
3 Motivations behind using the ODLM

The ODLM is based on the "temporal coding" paradigm. Temporal coding is different from the hierarchical coding [19] in which each face is identified by a single neuron, and is different from the sparse coding scheme [20]. Our "temporal coding" approach uses a population of neurons and the relative spiking phase among them to code information. Temporal coding is slower than the hierarchical coding. However, the number of neurons does not increase exponentially with the complexity of the task in "temporal coding". Furthermore, the architecture of the network doesn’t change with a change in the classification problem (for more details see [21] [22]).

4 Behavioral description of the network

The network has two different behavioral mode: segmentation and matching. During the segmentation phase the images applied to the two layers of the network are segmented. This stage creates binary masks that are associated with different segments of the image and multiplexed in time (see for example Figures 14 and 15). As neurons belonging to different regions of the segmented multi-part image cannot fire at the same time, snapshots of the network activity are binary and show only two regions at the same time. Thus, this is equivalent to observing binary images evolving through time. For two different times \( t_i \) and \( t_j \) (\( t_i \neq t_j \mod T \), \( T \) is the oscillation period) the activity will be different and can be assigned to artificial binary images presented during the matching phase. By analogy with the TDM (Time-Division Multiplexing), each mask would correspond to one information channel of the TDM and the period \( T \) of neural oscillations would correspond to the frame length of the TDM. In the remaining of this section, the segmentation and matching phases are described in detail.

- **Segmentation:** In the segmentation stage, there is no connection between the two layers. The two layers act independently (unless for the influence of the global controller) and segment the two images applied to the two layers respectively. The global controller forces the segments on the two layers to have different phases. At the end of this stage, the two images are segmented but no two segments have the same phase (Fig. 3). The results from segmentation are used to create binary masks that select one object in each layer in multi-object scenes.

The coupling strength \( S_{i,j} \) for each layer as defined in Eq. 1 is computed by:
\[ S_{i,j}(t) = \sum_{k,m \in N^{int}(i,j)} w_{i,j,k,m}^{int}(t) H(x^{int}(k, m; t)) \]

\[- \eta G(t) \]

(5)

\[ G(t) \] is the influence of the global controller defined by the following equation. \( \eta \) should be set to a value smaller than the maximum value of synaptic weights, i.e. 0.2 in our case.

\[ G(t) = \alpha H(z - \theta) \]

(6)

\[ \frac{dz}{dt} = \sigma - \xi z \]

(7)

\( \sigma \) is equal to 1 if the global activity of the network is greater than a predefined \( \zeta \) and is zero otherwise. \( \xi \) is a constant.

Fig. 1. The architecture of the oscillatory dynamic link matcher. The number of neurons in the figure does not correspond to the real number of neurons. The global controller has bidirectional connections to all neurons in the two layers.

- **Dynamic Matching:** In the matching phase, synchronization results from the segmentation phase are applied to the network.

Extra-layer connections (Eq. 4) are established. If there are similar objects in the two layers, these extra-layer connections will help them synchronize. In other words, these two segments are bound together through these extra-layer connections [22]. In order to detect synchronization double-thresholding can be used [23]. This stage may be seen as a folded oscillatory texture segmentation device as the one proposed in [15]. The coupling strength \( S_{i,j} \) for each layer in the matching phase is defined as follows:

\[ S_{i,j}(t) = \sum_{k,m \in N^{ext}(i,j)} \{ w_{i,j,k,m}^{ext}(t) H(x^{ext}(k, m; t)) \} \]

\[ + \sum_{k,m \in N^{int}(i,j)} \{ w_{i,j,k,m}^{int}(t) H(x^{int}(k, m; t)) \} - \eta G(t) \]

(8)
Fig. 2. An affine transform $T$ for a four-corner object.

5 Geometrical Interpretation of the ODLM

We know that an object can be represented by a set of points corresponding to its corners, and any affine transform is a map $T : \mathbb{R}^2 \to \mathbb{R}^2$ of these points defined by the following matrix operation

$$p' = A \cdot p + t \quad (9)$$

Where $A$ is a 2x2 non-singular matrix, $p \in \mathbb{R}^2$ is a point in the plane, and $p'$ is its affine transform. $t$ is the translation vector. The transform is linear if $t = 0$. Affine transformation is a combination of several simple mappings such as rotation, scaling, translation, and shearing. The similarity transformation is a special case of affine transformation. It preserves length ratios and angles while the affine transformation, in general does not. In this paragraph we show that the coupling $S_{i,j}$ is independent of the affine transform used. We know that any object can be shattered into its constituent triangles (three corners per triangle). Now suppose that the set $\{a, b, c, d\}$ is mapped to the set $\{T(a), T(b), T(c), T(d)\}$, and that the objects formed by these two sets of points are applied to the two layers of our neural network. Suppose also that points inside the triangle $\{a, b, c\}$ (resp. $\{T(a), T(b), T(c)\}$) have values equal to $B$ (corresponding to the gray-level value of the image at that points) and points inside $\{a, b, d\}$ (resp. $\{T(a), T(b), T(d)\}$) have values equal to $A$.

We know that for an affine transform (Fig. 2):

$$\frac{\Delta_{abc}}{\Delta_{abd}} = \frac{\Delta_{T(abc)}}{\Delta_{T(abd)}} \quad (10)$$

Where $\Delta_{abc}$ is the area of the triangle $\{a, b, c\}$ (expressed in number of neurons). For neuron $i,j$ belonging to $\{a, b, c\}$ and neuron $k,m$ belonging to $\{T(a), T(b), T(c)\}$, Eq. 4 is equivalent to (neglecting the effect of intra-layer connections,
since \( N^{ext} \gg N^{int} \):
\[
N^{ext} = \Delta T(abc) + \Delta T(abd)
\]  
(11)

Hence,
\[
\psi^{ext}_{i,j,k,m}(t) = \frac{f(p(i, j; t) - p(k, m; t))}{\Delta T(abc) + \Delta T(abd)},
\]
with \( f(x - y) = \frac{w_{max}^{ext}}{e^{\lambda|x-y|}} \) \( \forall x, y \)  
(12)

There are \( \Delta T(abc) \) connections from the region with gray-level value B (triangle \( \{T(a), T(b), T(c)\} \)) and \( \Delta T(abd) \) connections from the region with gray-level value A (triangle \( \{T(a), T(b), T(d)\} \)) to the neuron \( i;j \) belonging to the triangle \( \{a, b, c\} \) with gray-level value B. Therefore, the external coupling for neuron \( i;j \) from all neuron \( k;m \) becomes:
\[
S_{i,j}(t) = \frac{\Delta T(abc)f(A - A)\psi(t, \phi_1)}{\Delta T(abc) + \Delta T(abd)} + \frac{\Delta T(abd)f(A - B)\psi(t, \phi_2)}{\Delta T(abc) + \Delta T(abd)},
\]
with \( \psi(t, \phi) = H(x^{ext}_{k,m}(t)) \)  
(13)

Where \( \psi(t, \phi_2) \) and \( \psi(t, \phi_1) \) are respectively associated to spikes with phases \( \phi_2 \) and \( \phi_1 \) that appear after segmentation. After factorization and using Eq. 10 we obtain:
\[
S_{i,j}(t) = \frac{f(0)\psi(t, \phi_1)}{1 + \frac{\Delta_{abd}}{\Delta_{abc}}} + \frac{f(A - B)\psi(t, \phi_2)}{1 + \frac{\Delta_{abc}}{\Delta_{abd}}}
\]
(15)

This means that the extra-layer connections are independent of the affine transform that maps the model to the scene (first and second layer objects) and can be extended to more than 4 points. Note that this is a more straightforward and less computationally complex affine invariance solution than the original DLM by Konen et al. [2] for which a matching between different scales of the gabor jets (used as feature extractors) should be used to obtain scale invariant recognition. If there are several objects in the scene and we want to match patterns, we can use the results from the segmentation phase to break the scene into its constituent parts (each synchronized region corresponds to one of the objects in the scene) and apply the objects one by one to the network, until all combinations are tested. This is not possible in the averaged Dynamic Link Matching case where no segmentation occurs.
6 Rate Coding vs. Phase coding

The aim in this section is to show that the original DLM is a rate coding approximation of our proposed ODLM. In the following we illustrate the equivalence for layer two connected to layer one. The same applies for layer one connected to layer two.

Aoinishi et al. [8] have shown that a canonical form of rate coding dynamic equations solve the matching problem in the mathematical sense. The dynamics of a neuron in one of the layers of the original Dynamic Link Matcher proposed in [2] is as follows:

\[
\frac{dx}{dt} = -\alpha x + (k \ast \sigma(x)) + I_x
\]  

Where \(k(.)\) is a neighborhood function (Mexican hat), \(I_x\) is the summed value of extra-layer couplings, \(\sigma\) is the sigmoidal function, \(x\) is the output of the rate coded neuron, and \(\ast\) is the convolution. On the other hand, as mentioned in section 2, we know that the Wang-Terman oscillator can be approximated by the Integrate-and-Fire neuron (for details see [17]), we can write for a single neuron of our network:

\[
\frac{dx^{two}}{dt} = -x^{two} + \sum_{k,m \neq i,j} w^{int}_{i,j,k,m} H(x^{two}_{k,m}) + \sum_{k,m} w^{ext}_{i,j,k,m} H(x^{one}_{k,m}) + H(p^{input})
\]  

when \(x > threshold \rightarrow x = 0\)  

(17)

Where \(x^{two}\) stands for neurons in layer two and \(x^{one}\) stands for neurons in layer one. There are synaptic connections \(w^{int}\) in layer 2 and synaptic connections from layer 1 to layer 2 \(w^{ext}\).

If we neglect the influence of intra-layer connections, therefore Eq. 17 becomes:

\[
\frac{dx^{two}_{i,j}}{dt} = -x^{two}_{i,j} + \sum_{k,m} w^{ext}_{i,j,k,m} H(x^{one}_{k,m}) + H(p^{input})
\]  

when \(x_{i,j} > threshold \rightarrow x_{i,j} = 0\)  

(18)

Note that for an integrate-and-fire neuron the approximation \(H(x) = x\) holds, since the output of an integrate-and-fire neuron is either 0 or 1 (it emits spikes or delta functions), therefore Eq. 18 can be further simplified to:

\[
\frac{dx^{two}_{i,j}}{dt} = -x^{two}_{i,j} + \sum_{k,m} w^{ext}_{i,j,k,m} x^{one}_{k,m} + H(p^{input})
\]  

when \(x_{i,j} > threshold \rightarrow x_{i,j} = 0\)  

(19)
By averaging the two sides of Eq. 19 we get ($H(p^{\text{input}})$ is considered constant over $T$):

\[
\frac{dx_a^{\text{two}}}{dt} = -x_a^{\text{two}} + \Sigma w^{\text{ext}} x_a^{\text{one}} + H(p^{\text{input}}) \quad (20)
\]

\[
x_a(t) = <x(t)>_T = \frac{1}{T} \int_t^{t+T} x(t) dt
\]

$<x(t)>_T$, the averaged version of $x$ over a time window of length $T$. For the sake of simplicity, the indices are omitted in Eq. 20.

From [24], we know that the averaged output $x_a^{\text{two}}$ of an integrate-and-fire neuron is related to the averaged-over-time inputs of a neuron ($\Sigma w^{\text{ext}} x_a^{\text{one}}$) by a continuous function (sigmoidal, etc.). Let name this function $\varphi$ (note that $\beta$ is a proportionality constant), we then get:

\[
<x_{i,j}^{\text{two}} >= \beta \varphi(\Sigma w^{\text{ext}} <x_{k,m}^{\text{one}}>) \quad (21)
\]

Note that in Eq. 20 we need $<x_{i,j}^{\text{one}}>$ in function of $<x_{k,m}^{\text{two}}>$. Note further that Eq. 21 is a set of linear equations in $w^{\text{int}}$ and that we can deduce $x_{i,j}^{\text{one}}$ from that set of equations:

\[
x_{i,j}^{\text{one}} = \Sigma_{k,m} \sigma(x_{k,m}^{\text{two}}) \quad (22)
\]

Where $\sigma(x) = \varphi^{-1}(x)$. Replacing the above result in Eq. 20 gives (note that for the sake of simplicity we omitted again the indices):

\[
\frac{dx_a^{\text{two}}}{dt} = -x_a^{\text{two}} + \Sigma \Sigma w^{\text{ext}} \sigma(x_a^{\text{two}}) + H(p^{\text{input}}) \quad (23)
\]

On the other hand:

\[
\Sigma \Sigma w^{\text{int}} \sigma(x_a^{\text{two}}) = k(x_a^{\text{two}}) * \sigma(x_a^{\text{two}}) \quad (24)
\]

Where $*$ is a 2-D convolution. Comparing Eq. 16 to Eq. 23 and Eq. 24, we conclude that $H(p^{\text{input}})$ is equivalent to $I_x$, $\alpha = -1$, and the Mexican hat $k(.)$ in Eq. 16 is replaced by the 2-D rectangular $k(.)$ in Eq. 24.

Hence, we have proved that the DLM is an averaged-over-time approximation of the ODLM.
7 Discrete-Event-Based Simulation of the ODLM

7.1 Discrete Event Modeling and Simulation

Discrete-event models can be distinguished along at least two dimensions from traditional dynamic system models - how they treat passage of time (stepped vs. event-driven) and how they treat coordination of component elements (synchronous vs. asynchronous). Event-based simulation is inherently efficient since it concentrates processing attention on events - significant changes in states that are relatively rare in space and time - rather than continually processing component at every time step [25].

In continuous models, a simulation stepsize is defined at the beginning of the simulation and no matter how the dynamics of the system evolves, the update is done at each step. This is not an optimal way of simulation, since the update is performed even when there isn’t any change in the state of the system. In event-based simulation, we perform an update only at instants when we anticipate a change in the system.

Different DEVS toolboxes are proposed in the literature. For discrete-time event simulations a JAVA-based toolbox (DEVJAVA) is proposed by Zeigler and Sarjoughian [25], while a C++ based toolbox is proposed in [26]. For continuous-time event simulation an approach is proposed in [27].

7.2 Event-Based Simulation of Neural Networks

Our neural network is based on a home-made JAVA library of the DEVS (see also [28] for another implementation) and its home-made C++ version, which runs faster. Our simulator can handle up to 100,000 neurons on a Pentium 4-based computer with 512 MB of RAM. This performance is superior to the 10,000 neurons used in SimSPiNN [29] and to the 15,000 neurons used in [30]. In [31] a cluster of 8 machines is used to simulate $10^6$ neurons (see also [32] for clustered simulations). Note that in all the techniques mentioned above connections are local, while in the ODLM connections between the two layers are global (fully connected). In this fully connected mode, the simulator can handle up to 300 million synaptic connections. We also use the shared weights technique as used in SpikeNET [33] to optimize connections. For discrete-event simulation of noisy and stochastic neurons see [34] and [30].

Our technique based on DEVS has some advantages in comparison with other proposed techniques. For example, in SpikeNET [33], a list of active neurons is kept in memory at each update. At each time step, only neurons that are on
the list are updated and other neurons are left unchanged. Thus, if no neuron is active at a given time, no update occurs. Note, that even if no update occurs at a given time, the simulator will still go through that time step, spending some time (even if it is minor) idling in that step. In DEVS, at each update the next expected update time is computed and put on an event list. The simulator directly goes to the time when the next update is supposed to be performed without idling in transitional steps (when no update is necessary). Therefore, DEVS more optimally manages the computational time.

7.3 DEVS simulation of the ODLM

To perform a DEVS simulation of the ODLM, the integrate-and-fire approximation of Eq. 2 is used. Roughly speaking, the neuron integrates its input until a threshold is reached. At this moment, the neuron emits a spike and the neuron’s internal potential is reset. If the input to the neuron is known at instant $t$, and nothing changes between that instant and the instant at which a spike is emitted, we can predict the spiking time, i.e. the time at which the internal potential of a neuron crosses the threshold (for details see [32]).

8 Results

As stated earlier, this network can be used to solve the correspondence problem. For example, suppose that in a factory chain, someone wants to check the existence of a component on an electronic circuit board. All he/she has to do is to put an image of the component on the first layer and check for synchronization between the layers. Ideally, any change in the angle or the location of the camera or even the zoom factor should not influence the result. One of the signal processing counterparts of our proposed technique is the morphological processing. Other partial solutions such as the Fourier (resp. Mellin) transform could be used to perform matching robust to translation (resp. scaling). A more recent approach based on part-based representations is proposed in [35].

There is no need to train or configure our architecture to the stimulus we want to apply. The network is autonomous and flexible to not previously seen stimuli. This is in contrast with associative memory based architectures that are limited in stocking capacity and in which stimuli must be applied and saved into memory before retrieval [5]. It doesn’t require any pre-configured architecture adapted to the stimulus, like in the hierarchical coding paradigm [36]. DLM can play an important role in structuring memory, e.g. finding structural similarities between stored information during sleep [37].
8.1 Segmentation and Matching for Invariant Pattern Recognition of toy objects

A rectangular neuron map is chosen. There are 10x10 neurons in each layer. We use two objects for the test: A triangle and a rectangle. In this simple case, since the computational burden is low, the original relaxation oscillators are used and the simulation is continuous (not event-driven). In the first set of tests, a triangle is applied to the first layer and a triangle to the second layer. The two layers synchronize during the matching phase (Fig. 4) after segmentation (Fig. 3). However, when a triangle is applied to the first layer and a rectangle to the second layer no synchronization between the two layers is achieved during the matching phase. This is due to the fact that no affine transform relates a rectangle to a triangle.

![Simulation time](image)

**Fig. 3.** Left: Activity of one of the neurons associated with the triangle in the first layer after segmentation. Right: Activity of one of the neurons associated with the background in the same layer.

Figure 5 shows an activity snapshot (instantaneous values of $x(i, j)$) in the two layers after segmentation (first phase) for triangles. Note that same-colored neurons have similar spiking phases in the figure. On the other hand, different segments on different layers are desynchronized (see Figures 5).

In the dynamic matching stage, similar objects among different layers are synchronized (Figure 6). However, when the objects applied to the different
Fig. 4. Left: Activity of one of the neurons associated with the triangle in the first layer after dynamic matching. Right: Activity of one of the neurons associated with the triangle after dynamic matching in the second layer. Both neurons synchronize showing that they belong to the same type of object (related with an affine transform).

Fig. 5. Left: Snapshot of neurons’ activities in the first layer when a triangle is applied during the segmentation phase. Right: Snapshot of neurons’ activities in the second layer when a triangle is applied during the segmentation phase (the triangle in the second layer is translated and rotated).

Layers are not linked by an affine transform, the objects on the two layers do not synchronize (Figure 7).

Fig. 6. Left: Snapshot of neurons’ activities in the first layer when a triangle is applied during the matching phase. Right: Snapshot of neurons’ activities in the second layer when a triangle is applied during the matching phase.
Fig. 7. Left: Snapshot of neurons’ activities in the first layer when a triangle is applied during the matching phase. Right: Snapshot of neurons’ activities in the second layer when a rectangle is applied during the matching phase. No synchronization occurs between the triangle in the first layer and the rectangle in the second layer.

8.1.1 Dynamical Evolution of the ODLM for toy objects

The aim here is to show the dynamical evolution of the ODLM through time. For this purpose we used a 5x5 ODLM network with bars as objects to be recognized. A vertical bar is applied to the first layer and a horizontal bar to the second (a rotated version of the object on the first layer). In Fig. 8, the dynamical evolution of the network is shown when the segmentation precedes the matching. In another experiment the segmentation phase has been bypassed (Fig. 9). Results show that the synchronization time is longer when the two phases (segmentation and matching) are done separately (155 oscillations compared to 85 oscillations).

Fig. 8. The evolution of the thresholded activity of network through time when the segmentation precedes the matching phase. The synchronization takes 155 oscillations (spikes).
8.2 Face Recognition with ODLM

8.2.1 Toy Images

A smiley-like binary image is applied to the two layers of the network. The image consists only of black and white regions and no adjacent regions have the same intensity (Fig. 10). The image is applied to the first and second layer of our proposed ODLM network. During the segmentation phase regions synchronize and no two regions have the same phase (Fig. 11).

During the matching phase (Fig. 12), similar regions synchronize. Note that the eyes synchronize with the mouth. This is due to the fact that a simple affine transform maps the two ellipses (eyes and mouth). This is in total accordance with the theory described in section 5. Note also that this phenomenon happened just because the two ellipses (eye and mouth) have the same inten-
Fig. 11. Snapshot of the synchronized activity of layer 1 (left) and layer 2 (right) at the end of the segmentation phase. Each gray level represents a distinct phase. No two regions have the same gray level.

Fig. 12. Different matched regions of the smiley-like face. Each image consists of a snapshot of the activity of the first and second layers side-by-side: a) visage. b) and c) eyes and mouth. d) and e) eyes. f) mouth. Regions that popped out in the images are synchronized. Eyes and mouth synchronize according to the ODLM theory, since they have the same pixel intensity and are affine transform versions of each other. If the intensities were not the same (real-world images), synchronization between the mouth and the eye would not have happened.

8.2.2 Real-world Face Images

Results for simple objects described in the previous subsections led us to undertake experiments with more complicated scenes and objects. For this purpose, the ColorFERET database of facial images collected under the FERET program [38] is used. The approach described in this paper is different from
the general framework of face recognition, in which localization and normalization are performed prior to recognition [38]. One can see the ODLM as a system that can achieve the three goals of localization, normalization and recognition at the same time. Note that the coordinates of the centers of the

Fig. 13. **Left and Middle:** Two photo shots of the same person from the FERET database. Note the different facial expression between the two pictures. **Right:** A shot from another person in the FERET database (image 00002_930831_fa). Tags on the left top of pictures are only added for referencing purposes and are not present when simulations have been undertaken.

eyes and other important features of the face are not given, as is the case for partially automatic algorithms.

The goal in this section is to compare an image of an unknown individual (called a "probe") with a set of known images (called the "gallery"). The algorithm is supposed to be robust to geometric transformations of the image (i.e., rotation, symmetry, etc.) and to different facial expressions (i.e., laugh, grimace, etc.).

Three sets of experiments have been undertaken. In the first set, the same picture is applied to the two layers (Fig. 14). Segmentation in each layer is achieved and segmented regions are matched among the two layers. This means that similar regions in different layers have the same synchronization phase. In the second set, two pictures of the same person with different facial expressions have been applied to the network (Fig. 15). For the sake of simplicity, segmentation and matching are done in one shot as described in section 8.1.1. Matching is achieved in all parts except for the region encircling the lips. We therefore define the matching ratio as follows:

\[
r = \frac{S_m}{S_t} \times 100\% \quad (25)
\]

Where \(S_m\) is the total surface of matched regions and \(S_t\) is the total surface of pictures. We assign this ratio to the confidence by which we identify a person.
Fig. 14. Four different snapshots (binary masks) of the activity (taken at four different instants) of the two layers for the image 00002_930831_fa of the FERET database. The intensity level of each pixel indicates its output activity level. Regions of the same intensity level shows synchronized zones. Layer one and layer two are synchronized. Image Segmentation and matching have been performed simultaneously.

In the case of Fig. 15, this ratio is equal to 95%. Therefore, the person has been identified with a confidence of 95%. In the third set of experiments, pictures from different persons have been applied to the network. No matching has been achieved. Hence, the photo on the second layer does not represent the same person as the one on the first layer.

9 Conclusion and Further Work

We proposed the oscillatory dynamic link matching as a mean to segment images and solve the correspondence problem, as a whole system, using a two-layered oscillatory neural network. We showed that our network is capable of establishing correspondence between images and is robust to translation,
Fig. 15. Four different snapshots (binary masks) of the activity of the two layers for the two images 0001\textsubscript{930831}\textsubscript{fa} and 0001\textsubscript{930831}\textsubscript{fb} of the same person with different facial expressions (FERET database). Segmentation and matching have been performed accurately even if the visages are not exactly the same. Due to differences in facial expression and pose, some neurons are not synchronized among the two layers (as seen at the bottom left part of the picture).

rotation, noise and homothetical transforms. More experiments with complex objects and more general transforms like shearing, etc. are under investigation. Pattern recognition of occluded objects is another challenge for this proposed architecture and will be presented in further works. In order to increase the computational speed a preprocessing based on part-based representations [35][39][20] is under investigation.

We are investigating the possibility of the insertion of this architecture in our bottom-up sound segregator [14] [40][41][42] as a top-down processor. In fact, in this application, visual images will be replaced by CAM (Cochleotopic/AMtopic) and CSM (Cochleotopic/Spectrotopic) Maps proposed in [14] [43].
The approach could also be used as a separate discrete-word recognizer [44].

The introduction of noise in the neural dynamics is another aspect that will be investigated in the future. The discrete-event simulation of noisy neurons is more tricky [34] and [30] and should be adapted to our network.
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